
The PSO solution 
closely follows the 
platform, likely more 
responsive than the 
human balance control

The error used by the 
PSO is the ankle angle, 
equivalent to the 
difference between the 
platform and the body

SubtractionAddition Multiplication Derivative

FSN allows the model  
to actuate the muscles, 
indicating partial 
solution that overshoots 
the target response 

Prior to FSN, the model 
body falls to one side 
and remains pitched for 
the remainder of the 
simulation

Each particle 
represents a 
discrete 
configuration of 
parameter 
values, adjusted 
incrementally 
with each epoch

Once the FSN approach is applied, PSO quickly fine-tunes the 
solution

Our previous work [3] implemented the neural network 
shown using a functional subnetwork approach [4] that 
envisions neural clusters as mathematical operators. In this 
effort, the subnetwork approach provided a starting point 
for neuron/synapse parameterization. The model 
implements key elements of a proportional-derivative 
controller
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Abstract
A primary goal of neuromechanical models is to discern the 
relationships between neural networks and animal move-
ment, including balance control. Previous work, based on a 
functional subnetwork approach, has generated and tested 
models that envision human balance control as an inverted 
pendulum. That work demonstrated that by pairing engi-
neering control theory with trials of human subjects with 
severe vestibular deficiencies, different aspects of balance 
control can be decomposed and modeled by a proportion-
al-derivative (PD) controller. Some subsequent work has 
demonstrated that this controller can be modeled with a 
relatively simple neural system. The effort used a 
hand-tuned real-time neural model to drive a single, 
torque-controlled motor, however, this previous work still 
fell short of fully matching the experimental data. It is our 
hypothesis that the existing neural model can be made to 
match the human data more accurately through improved 
parameter setting. We accomplish this using numerical op-
timization techniques in PyTorch to set connection 
strengths and neural timve constants within the model. 
Here we present our methods and an assessment of the 
impact of training by simulations and real-time simula-
tions of the inverted pendulum.

Physical Model

Image source: [1]

Body is modeled as a 
30 cm x 80 cm x 5 cm 
block of average 
mass and center of 
mass.

Muscles are actuated 
by a Hill muscle model
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Oscillating platform 
sweeps  +/- 2o at a rate of 
         ϴ = 2*cos(t)
 for 30 seconds during 
validation trials

A model of a human patient atop an oscillating platform was 
generated in AnimatLab in order to approximate experi-
mental conditions described in [2], and to validate the opti-
mized neural model.
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This study adapts a previous synthetic nervous system 
(SNS) model [3] in AnimatLab based on the mathematical 
model distilled in [1]. The model recieves the Ankle angle as 
an input and outputs directional plantar musle actuation. 

Model symmetry divides 
the signal processing ac-
cording to which muscle 
will be actuated

Next Steps
Alternative 
evolutionary 
optimizers, as 
well as Hebbian 
optimization 
strategies, will be 
deployed and 
compared with 
the results of this 
study.

The particle swarm 
optimization will be tuned 
so that the model 
performance matches 
human balance control data. 

We will incorporate positive 
force feedback to the neural 
model to more closely 
approximate the model 
deduced in [2].  

Particle Swarm Optimization (PSO)

Functional Subnetworks (FSN)

Optimizations

FSN envisions small neural clusters as mathematical opera-
tors and leverages inherent constraints to establish neu-
ral/synaptic parameter values.

The central focus of this study is to add particle swarm opti-
mization (PSO) to a neural model with parameter values de-
rived from a functional subnetwork approach (FSN) [4]. 

Target ϴ represents default (0-degrees) ankle angle that the 
model attempts to maintain throughout the simulations

Although the model is a 
pure representation of the 
control equations, it re-
mains biologically plausible

Our work seeks to add to the body of knowledge by 
implementing numerical optimization to a 
neuromechanical AnimatLab [5] model that approximates 
human balance control from [1, 2]. This pathfinding 
exercise will allow us to implement optimization strategies 
in order to test/validate models used to control our 
biologically-inspired lab robots. 

A FSN-PSO optimization strategy can be applied to a 
neural model to improve throughput perfomance

The FSN-PSO strategy overcomes uncertainty in FSN 
and PSO’s need for proximal solutions

FSN-PSO produces results at a fraction of the computa-
tional cost of gradient-centered strategies

Human balance control data can serve to guide neurome-
chanical modeling efforts 
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